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Abstract

Rough Sets theory provides a new mathematicalttodeal with uncertainty, inexact and vaguenesanoihformation
system. The information system may contain a aedaiount of redundancy that will not aid knowledgcovery and
may in fact mislead the process. The redundaribatéis may be eliminated in order to reduce thepiexity of the
problem. This paper proposes Neuro-Fuzzy-Rouglekeduct (NFRQ) algorithm to select the featurestf the
information system. Neural network is used to camstthe membership functions, for fuzzyfying thésp data. The
experiments are carried out on the data sets of td&@thine learning repository and the Human Immuficiéacy

Virus (HIV) data set in order to achieve the effiaty of the proposed algorithm.
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1. Introduction

cost function to attributes, then the selection dan
naturally based on the combined minimum cost daitén

Feature selection is the process to choose a saobsefhe absence of an attribute cost function, the splyrce

attributes from the original attributes. Featurdection
has been studied intensively in the past decad&si[L,
12, 13]. The purpose of the feature selection ifleatthe
significant features, eliminates the irrelevance

dispensable features to the learning task, andd$ual
good learning model. The benefits of feature selacire
twofold: it considerably decreases the computdiime of
the induction algorithm, and increases the accucddiie
resulting mode.

Feature selection algorithm falls into two categsri
(i) the filter approach and (ii) the wrapper apmioan the
filter approach, the feature selection is perfornasda
preprocessing step to induction. The filter appho&
ineffective if it deals with the feature redundanty the
wrapper approach [11], the feature selection isafyed
around” an induction algorithm, so that the biastlué
operators that defines the search and that ofnithection

of information to select the reduct is the contesftshe
data table [13]. It is assumed that the best reidubie one
with the minimal number of attributes. Thangavebhke

@roposed various feature selection algorithms and

compared with the existing algorithm [19, 20].
1.1 Rough Set Theory

In 1982, Pawlak introduced the theory of Rough sets
[15, 16]. This theory was initially developed farfinite
universe of discourse in which the knowledge basa i
partition, which is obtained by any equivalenceatieh
defined on the universe of discourse. In rough tesry,
the data is organized in a table called decisibteta&Rows
of the decision table correspond to objects, ardneos
correspond to attributes. In the data set, a ditssl to
indicate the class to which each row belongs. Tlhssc
label is called as decision attribute, the rest ttodé

algorithm interacts mutually. Though the wrappeliyintes are the conditional attributes. The doomal

approach suffers less from feature

approach infeasible in practice, especially if ¢here

interactio
nonetheless, its running time would make the wrapp

Utributes are represented by C, the decisiorbatas are
Genoted by D, where @ D = @, and t denotes the"
tuple of the data table.

many features because the wrapper approach keeps
running the induction algorithms on different subseom Rough sets theory defines three regions basedeon th
the entire attributes set until a desirable subiset equivalent classes induced by the attribute valloyger
identified. The Research intends to keep the dlgori approximation, upper approximation, and boundary.
bias, as small as possible and would like to firgllbset Lower approximation contains all the objects, wharie
of attributes that can generate good results byyaggpa classified surely based on the data collected, @pgder
suite of data mining algorithms. approximation contains all the objects, which cam b
ctlassified probably, while the boundary is the atiénce
étween the upper approximation and the lower
approximation. Hu et al[6] presented the formal
definitions of rough set theory and proposed a nmvgh
sets model and redefined the core attributes addcte
based on relational algebra to take advantage of ve
%ﬁicient set-oriented database operations.

A decision table may have more than one redu
Anyone of them can be used to replace the origatale.
Finding all the reducts from a decision table is-iNdtd.
Fortunately, in many real applications it is usyatiot
necessary to find all. A natural question arises tthich
reduct is the best one if there exists more threnreduct.
The selection depends on the optimality criterio
associated with the attributes. If it is possitoleassign a
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Let U be any finite universe of discourse. Leb& There are many useful introductory resources reggrd
any equivalence relation defined on U. Clearle t fuzzy set theory [2, 17]. In classical set theotlye
equivalence relation partitions the universe U.&;€lJ, elements could belong fully(i.e. have a membersifif)
R) which is the collection of all equivalence ckssis or not at all( a membership of 0). Fuzzy set theetaxes
called the approximation space. Let, WV, W3 _ W,be this restriction by allowing memberships to takduea
the elements of the approximation space (U, R).is Tranywhere in the range [0, 1]. A fuzzy set cardbfined
collection is known as knowledge base. Then foy ams a set of ordered pairs A = {(pa(x)) | x O U}. The
subset A of U, the lower and upper approximatiores afunction pa(x) is called the membership function for A,

defined as follows: mapping each element of the universe U to a merhigers
degree in the range [0, 1]. The universe may berelie
RA=T{W;/W; OA (1) or continuous. Any fuzzy set containing at least o

— element with a membership degree of 1 is calledhaor
RA=0{W;/ W, n A0}
- ) The rest of the paper is organized as follows:
The ordered pair_(R RA) is called a rough set. gection 2 describes Fuzzy-Rough attribute reduction
Once defined these approximations of A, the refeengection 3 deals with the construction of membership
universe U is divided in three different regionsiet fnctions using a neural network. Section 4 exlaire
positive region PORA), the negative region NE®A)  Neuro-Fuzzy-Rough Quickreduct algorithm. Section 5
and the boundary region BMM), defined as follows:  gescribes the experimental analysis of Fuzzy-Rough

Quickreduct and the Neuro-Fuzzy-Rough Quickreduct.

PORA) =RA (3) Section 6 concludes this paper.
NEG(A) =U-RA @) Fuzzy-Rough Quickreduct (FRQ)
BNDx (A) = RA-RA ) The Rough Set Attribute Reduction (RSAR)

o : . operates effectively with datasets containing aiscr
Henc_e, it is trivial tha_t it BND(A) :CD'. then A is values. Additionally, there is no way of handlingisy
exact. This ap proach prowde_s a mathematical tt_mlaan data. As most datasets contain real-valued festitrés
23 Lélse?] tgrlgndaou:oa;::rﬁ)os;lble ;\legurcc:i.: In Ehlgi)erha necessary to perform a discretization step befowdha o
rc\>/ oseg a{n q sf)opme of ;/r:Ze”’bas'cu conLchZ)t/s o?gNe '%(iiuce this difficulty, discretization can be implented
prop : P YW§' a standard fuzzification technique. The membprsh

Network and Fuzzy sets are discussed in the SuaﬂeqLfJIegrees of attribute values to fuzzy sets are &jfpicot

?:5:]'3?:'[216]‘ good research survey on rough Se‘tSbe"’mexploited in the process of dimensionality reduttid his

is counterintuitive. By using fuzzy-rough sets 13, 22],
it is possible to use this information to guide tira
selection. The fuzzy-rough method and grouping
A neural network is a technique that seeks to buil§echanism are concerned with real valued attribwtts

an intelligent program using models that simulate t corresponding attributes.
working network of the neurons in the human brd&h [

A neuron is made up of several protrusions callel
dendrites and long branch called the axon. A neiso _
joined to the other neurons through the dendrit@fe u_pX(>_<) - .
dendrites of different neurons meet to form synaptee sup minfL F(x), (infmax{1 - p F(y), uX(y)}) 6)

1.2 Neural Network

he fuzzy lower and upper approximationsd@eéned as

areas where message pass. The neurons receive the BU/p yu

impulses via the synapses. If the total of the ulsgs

received exceeds a certain threshold value, then tHPX(X) =

neuron sends an impulse down the axon where theiaxo . .

connected to other neurons through more synapsas. SUP Minf F(x), (sup minfu F(y), pX(y)}) ()
synapses may be excitatory or inhibitory in naturvén FiU/p yu

excitatory synapse adds to the total of the impuls . . . .
reaching the neuron, whereas an inhibitory neuedices Ey the extension principle, the membership of ajecto

the total of the impulses reaching the neurona tfiobal XUY, belonging to the fuzzy positive region can be
sense, a neuron receives a set of input pulsesemds defined as

out another pulse that is a function of the inpuses.
: HSe HPOS () = SUPHDX(X) ®)

1.3 Fuzzy sets XouQ

The use of fuzzy set theory is one way of capturingUsing the definition of the fuzzy positive regiothe
the vagueness present in the real world, which @voulew dependency function can be defined as follows:
otherwise be difficult to use conventional set tiyeo
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Yo(Q) =X xou HPOg (%) / OUD ) 3 0.3333 0.6667 0.1667 0.6667 1 0

4 0.5000 0.3333 0.1667 1.0000 O 1

5 0.5000 0.6667 0.1667 0.6667 0 1

In crisp rough set attribute reduction, the data se 0.1667 0.6667 0.1667 06667 1 0
would be discretized using the non-fuzzy sets. &lew, 7 0.5000 0.6667 0.3333  1.0000 0 1
in the new approach, membership degrees are used in 0.1667 0.3333 0.3333 1.0000 0 1

calculating the fuzzy lower approximations and fuzz

positive regions. The pseudocode of the fuzzy-rough These data points have been placed in four fuzzy

Quickreduct algorithm [7, 8, 9] is given below:

FRQUICKREDUCT(C, D)
C, the set of all conditional features
D, the set of all decision features
(1) RE{} Yoest = 0; Yprev= 0
(2) do
B) T <R
4) Yorev= Ybest
(65) OxO(C-R)

classes, R R, R; and R using any one of the clustering
methods [4]. A neural network that can determine t
membership values of any data point in the foussga is

to be formed. The membership values in Table 3bsan
used to train and check the performance of theaheur
network which has been assigned membership valfies o
unity for the classes into which they have beegioaily
assigned.

Table. 3 Membership values

(6) if Yrow (D) >= yr(D)
@) T¢ RO (X)

(8) Yhest < yT(D)

) RET

(10) until ypest== Yorev
(11) return R

When the Fuzzy-Rough Quickreduct algorithm applie

to a Car data set (Table. 2), it produces the gresluct
set (Weight, Door, Size}.

3. Construction of member ship functions using a
Neural Network

In this section, the construction of the membersh

function for fuzzification using neural network is

discussed [18]. A nhumber of input data values atected
and divided into a training data set and a testiai set.
Consider a system of 8 data points (5 for trainiaga
points and 3 for testing data points) describedguébur
conditional attributes and one decision attribdtable 1)
adopted from [6]. Then Table 1 can be normalized i
Table 2.

Table.1 Car Data

Object Weight Door Size Cylinder Mileage
1 Low 2 Com 4 High
2 Low 4 Sub 6 Low

3 Medium 4 Com 4 High

4 High 2 Com 6 Low

5 High 4 Com 4 Low

6 Low 4 Com 4 High

7 High 4 Sub 6 Low

8 Low 2 Sub 6 Low
Low=1 Medium=2 High=3 Com=1 Sub=2

Table.2 Normalized Data

Object Weight Door Size Cylinder Mileage
(1,3,6)
(245,7,8)
1 0.1667 0.3333 0.1667 0.6667 1 0
2 0.1667 0.6667 0.3333 1.0000 O 1

Datapoints 1 2 3 4 5 6 7 8

Ry 1 0O 0 0O 0 o0 0
R> 0 0O 0 1 0 O00 1
Rs 0 0O 1 0 1 10 0
R4 0 1 0 0 0 o1 0

Selecta 4 X 5 X 5 X 4 neural network to simulate
the relationship between the data points and their
membership in the four fuzzy sets, R, R; and R (Fig.

1). The attributes Weight, Door, Size and Cylinftar
each data point are used as the input values amd th
corresponding membership values in the four fuzzy
classes for each data point are the output valoeshé
E)eural network.

2
wr

<N N

%, 4 <7
SO RSO

Fig.1 4 X5 X 5 X 4 neural network

Table 4 shows the initial random values that have
been assigned to the different weights connecthng t
paths between the elements in the layers in theankt
shown in Fig. 1.
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Table. 4 Random Weight

W= 0.4349 | W?;=0.2560 | W°,= 0.5456
W= 0.2463 | W?,=0.8859 | W3 .= 0.4851
W= 0.5593 | W?;3=0.2239 | W° ;3= 0.2681
W!,= 0.0595 | W?,=0.3012 | W3,=0.8056
Wis= 0.6565 | W?5=0.5871| W3, = 0.4568
W= 0.5130 | W%;=0.8659 | W°;,=0.7847
W= 0.2740 | W2,=0.9816 | W3;=0.4431
Wh3= 0.2684 | W23=0.6769 | W3,=0.7968
W,=0.4334 | W%,=0.2219 | W, =0.0856
Whs= 0.1406 | W2s=0.4579 | W33,= 0.4243
W= 0.1381 | W2;=0.9020 | W33;=0.2191
Wi,=0.8613 | W%,=0.6478 | W°,=0.6193
W3= 0.5867 | W2;3=0.6688 | W3;,=0.1357
W= 0.5190 | W?,=0.9789 | W3,=0.7710
Wiis=0.1481 | W%s=0.9708 | W;=0.0576
W= 0.2389 | W2;=0.6239 | W3,=0.0796
W= 0.7733 | W2,=0.5108 | W3,=0.8151
W= 0.1406 | W%3=0.6488 | W°,=0.8970
W= 0.5199 | W2,=0.3791 | W33=0.1081
Whs= 0.5190 | W2s=0.3159 | W3,=0.4314
W2,=0.5186
W3,= 0.5237
W3;3= 0.3791
W2, = 0.5429
W35= 0.9758

Take the first data point (0.1667, 0.3333, 0.1667
Use t

0.6667) as the input to the neural network.
following equation (10) as follows:
O=1/1+exp®x" Y (10)

where
using the sigmoidal function

X

" - weights attached to the inputs

t - threshold for the element

O - output of the threshold element contpute —

0,’=1/1+exp—
[(0.6049*0.8859)+(0.6882*0.9816)+(0.5925%0.6478)+

(0.6428*0.5108) +(0.6288*0.5237) —0.0] = 0.9049
and so on.
Outputs for the fourth layer

O,*=1/1+exp—
[(0.8821*0.5456)+(0.9049*0.4568)+(0.8393%0.0856)+

(0.8176*0.1357) +(0.8872*0.8151) — 0.0] = 0.8582

0,*=1/1+exp-
[(0.8821*0.4851)+(0.9049*0.7847)+(0.8393%0.4243)+

(0.8176*0.7710) +(0.8872*0.8970) —0.0] = 0.9488
and so on
Determining errors

Compare the outputs of the fourth layer (whichhis t
output layer) to the correct outputs (previouslyokn
membership values listed in Table 3) to determime t
final error of the neural network as follows:

'R,.E;* = O* -0, actual = 0.8582 — 1.0000
-0.1418

R, .E,* = 0% -0,*. actual = 0.9488 — 0.0
0.9488 and so on.

The errors of the output layer have been compuied f

i - inputs to the threshold element(i = 1, 2, 3,)..fRe first iteration and these errors are distridute the

other nodes in the previous layer using the eqndfid)

E=0.(1-Q)ZwyE; (11)
Assigning errorsFirst, assign errors to the elements in the

First iteration. In the first iteration to train the neuralthird layer.

network, equation (10) is used and chooset = 0.
Outputs for the second layer
02 =1/1+exp-—

[(0.1667*0.4349)+(0.3333*0.5130)+(0.1667*0.1381)
+(0.6667*0.2389) —0.0] = 0.6049

0,2 =1/1+exp-—

[(0.1667*0.2463)+(0.3333*0.2740)+(0.1667*0.8613)
+(0.6667*0.7733) —0.0] = 0.6882 and so on.

Outputs for the third layer
0O’=1/1+exp—

[(0.6049%0.2560)+(0.6882*0.8659)+(0.5925*0.9020)+

(0.6428*0.6239) +(0.6288*0.5186) —0.0] = 0.8821

E® = 0.8821 *(1-0.8821)%((0.5456*(- 0.1418 )) +
(0.4851* 0.9488) + (0.2681* 7240)+(0.8056*0.9168)¥
0.1368

E,> = 0.9049 *(1-0.9049)*((0.4568*(- 0.1418 )) +
(0.7847* 0.9488) + (0.4431* 7240)+(0.7968*0.9168)F
0.1490 and so on.

and then assign errors to the elements in the ddager.

E2= 0.6049 *(1- 0.6049) * ((0.2560%0.1368) +
0.8859%0.1490) + (0.2239*0.1506)
+(0.3012*0.1233)*(0.5871*0.1210))

= 0.0486

EZ= 0.6882 *(1-0.6882) * ((0.8659*0.1368) +
(0.9816*0.1490) + (0.6769*0.1506)
+(0.2219*0.1233)*(0.4579*0.1210)) = 0.0790 ancbso
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Now the errors associated with each element in the
network are known, the weights associated with ehes Table. 5 After Applying the Membership Function
elements can be updated so that the network appabes Object Weight Door  Size  Cylinder Mileage

the output more closely. To update the weights the (1.36)
. . _ (24578)
following equation (12) can be used:
i i (i+1), 1 0.8512 0.9849 0.9900 0.9704 1 1 0
W j (new) = wy (old) +a B ™ x (12) 5 0.8584 009868 09914 097350 0 1
. ) ) ) 3 0.8566  0.9863 0.9910 0.9727 1 0

where W is the weight associated with path connecting 0.8569 0.9864 0.9911 0.9729 0 1
the {" element of the" layer to the R element of the (i + 5 08579  0.9866 0.9912 0.9733 0 1
)" layer a is the learning constant from O to 1. Here it ig %ggg% 8'82?2 8'33(1); 8'8;‘2&1 ! 0 0 1
assumed as 0.4 for this example(. E is the error 8 0.8551 0.9860 0.9908 0.9722 0 1

associated with thé"kelement of the (i + )layer and x
i is the input from the'j element in the"l layer to the R 4, Neuro-Fuzzy-Rough Quickreduct (NFRQ)
elementin the (i + Player (G,).

) ) In the Fuzzy-Rough Quickreduct algorithm, each
Updating Weights and every conditional attribute requires the mersitipr

. ) . , functions to fuzzify the crisp values while the enxded

The wel_ghts connecting elements in the third andtfo principle of the fuzzy set is being used. In tagproach
layers will be updated thus: all the conditional attributes should be mapped into

3 . . _ regions namely Nand Z. This is a time consuming and
W =0.5456+(0.4%(-0.1418)"0.8821) = 0.4956 i s process. To overcome this disadvantageraheu

_ * * _ etwork has been used to construct the membership
=0. +(0.4*(-0. . = . . .

S\i\)ﬁé; 0.4568+(0.4%(-0.1418)"0.9049) 0.4055 angalues and suitably the Fuzzy-Rough Quickreduct has
) been modified to construct the reduct set.

Then weights connecting elements in the secondtlaad

third layers are updated thus: In [3], the fuzzy p-lower and p-upper approximasaare

defined as
W2, = 0.2560+(0.4%(0.1368)*0.6049) = 0.2891 ) ,

HpX(F) = infimax{1 - p F(x), pX(x)} D (13)
W%, =0.8659+(0.4%(0.1368)*0.6882) =  0.9036dan__ ) )
so on. HpX(F) = sugmin{ p F(x), uX(x)} i (14)

And then finally, weights connecting elements ia fist Where F-denotes a fuzzy equivalence class belonging to U
and the second layers are updated thus: / P. As the universe of discourse in feature $eleds

finite, the use of sup and inf are to be alteréd.a result

W, = 0.4349+(0.4%(0.0486)*0.1667) = 0.4381 of this, the fuzzy lower and upper approximatiome a
herein redefined as:

W= 0.5130+(0.4*(0.0486)*0.3333) = 0.5195

and so on. UpX(x) = min( F(x), (inf max{1 - u F(y), uX(y)}) (15)
= U

All the weights in the neural network have been
updated and the first input data point is againseds |1pX(x) = min@u F(x), (sup minft F(y), pX(y)}) (16)
through the neural network. The errors in apprating YU
the output are computed again and redistributdebfre.

This process is continued until the errors are with  Fyz7y.Rough set based feature selection buildsen t
acceptable limits. Next, the second data point & notion of fuzzy lower approximation to enable retitore

corresponding membership values are used to th@n bf gata sets containing real valued features. flizey
neural network. This process is continued untiltaé nositive region can be defined as

data points in the training data set are used. The

performance of the neural network (how closely @anc HPOS(X) =  sup HpX(X) (17)
predict the value of the membership of the datatpas RU/Q

then checked using the data points in the testatg det.

Once the neural network is trained and verifiedbto Using the definition of the fuzzy positive regichge

performing satisfactorily, it can be used to findet new dependency function can be defined as follows:
membership of any other data points in the fourzyuz

classes. The membership function values obtainaa f Yo(Q) = [P0 o(x) ¥ OUD
the neural network are tabulated in Table 5.

2 xou HPog,g(x) / DU (18)
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The  Neuro-Fuzzy-Rough
(NFRQA) is given here under.

Quickreduct

NFRQUICKREDUCT(C, D)
C, the set of all conditional features
Q, the set of all decision features

Algorithm

Thus, Pag, 3, 6(1) = 0.1394. Similar calculation can
be made for other objects. Then the corresponditiges
for X =1{2, 4, 5, 7, 8} can also be determined.r Fo
objectl,uap, 4, 5 78(1) = 0.1434. Similar calculation can
be made for other objects. Using these valuesfuhey
positive region for each object can be calculasdg

(1) C& the set of all membership values generated

by  Neural Network

(2) RED<¢ {}

(3) Do

(4) TEMP< RED

(5) ForxdC

(6) if min{reoog (Q) > Yreme (Q)}
@) TEMP& RED [0 min(x)

(8) RED& TEMP

(9) until yrea (Q) = =Y (Q)

(10) return RED

Worked Example

Using the Table. 5, (for all conditional and dearsi
attributes), and setting A = {Weight}, B = {Door}C =
{Size}, D = {Cylinder} and Q = {Mileage}. First th
lower approximations of A, B, C and D can be cated
using the equation. For simplicity, only ‘A’ wilbe
considered here; that is ‘A’ is to approximate ‘@or the
first decision equivalence class X = {1, 3, 6}uaq, 3,
¢(X) needs to be calculated: T

Hagt, 3, 6(X) = minf F(x), (inf max{1 - p F(y),
Al Oy

K1, 3, 6Xy)})
For object 1 this can be calculated as follows:

max (1 -p a(1),p{1, 3, 6}(1)) = max( 0.1488, 1.0)
4.0

max (1 -p a(2),p{1, 3, 6}(2)) = ma>.<( 0.1416, 0.0)
$.1416

max (1 -p a(3),p{1, 3, 6}(3)) = max( 0.1434, 1.0)
4.0

max (1 -p a(4),p{1, 3, 6}(4)) = max( 0.1431, 0.0)
$.1431

max (1 -p a(5),p{1, 3, 6}(5)) = max(0.1421, 0.0)
6.1421

max (1 -p a(6),p{1, 3, 6}(6)) = max( 0.1448, 1.0)
4.0

max (1 -p a(7),u{1, 3, 6}(7)) = max( 0.1394, 0.0)
$.1394
max (1 -p a(8),u{1, 3, 6}(8)) = max( 0.1449, 0.0)
9.1449
Therefore, ming F(x), (inf max{1 - u F(y),
yiuU
K1, 3, 6}(y)H

= min( 0.8512, inf{1.0, 0.1416, 1.0, 0.1431, 0.142.0,
0.1394, 0.1449})
= min(0.8512, 0.1394) = 0.1394

HPO$Q(X) = sup Pax(X)

XU/Q

For object1,

HPO$g(1) = sup(0.1394, 0.1434) 6.1434. Similar
calculation can be made for other objects. The sty is

to determine the degree of dependency of Q on A:

Ya(Q) = Z xou MPOgg)(x) / CUD
=1.1472 /8 = 0.1434

Similarly, Calculating for B, C and D as:

va(Q) =0.0137
ve(Q) = 0.00090
vo(Q) = 0.0273

From this it can be seen that the attribute ‘C’l wil
cause the smallest in dependency degree. Thuagris
chosen and added to the potential reduct. Thus the
derived value is compared with all conditional iatite

values asyja g, c,o}(Q).
Yia B, c 0}(Q) = 0.1434

If the values are equal, the reduct attributes are
obtained.  Otherwise the smallest attribute can be
combined with the other attributes. By taking the
minimum values (min(C, A), min(C, B), (min(C, D)f o
original attributes can be obtained from usingThéle. 5.

The process iterates and the two dependency degree
are calculated as,

V{C, A}(Q) =0.1434
V{C, B} (Q) =0.0137
V{C, D} (Q) =0.0273

In the above combinations, again the minimum
dependency value can be taken. Therefogg, g (Q) is
minimum. The attribute is chosen and added to the
potential reduct. This value needs to be checkitl al
conditional attribute values i.gja g, c, 0}(Q). If the
values are equal, the reduct attributes can benexdu If
not the smallest attribute set can be combined tith
other attributes. It states that the minimum valigme®(C,

B, A), min(C, B, D)) of original attributes care ilaken
using the Table 3.5. This process iterates andttitee
dependency degrees are calculated as,
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Yic.a,8(Q) = 0.1434 L]
3 16 —=—\FRQ
Yic. 8,0} (Q) =0.1434 Sl 260

3.New-Thyroid
4.Pima
5.Hepatitis

From this it can be seen that both sets have the sa
degree of dependency. In this case, the attribzdasbe

6.Iris
44 7.Dermatology
8.Postoperative

NO. OF REDUCED

9.Ecoli

taken priority-wise and added to the potential oedTihis R (Y
value can be checked with all conditional attribuddues DATA SETS
as ya, g, c,0}(Q) - Fig. 2 Performance Analysis of FRQ with NFRQ

Y B, c,0}(Q) = 0.1434

Hence, the reduct attributes such as {A, B, C}Br {

6. Conclusion

C, D} is returned, since all the values are equal. If the data in the information system is
redundant, it will not aid in the effective knowted
5. Experimental Analysis discovery. This in turn will mislead the proce3he

. redundant attributes may be eliminated in order to
The Fuzzy-Rough Quickreduct (FRQ) and thgenerate the reduct set (i.e., reduced set of seges

proposed  Neuro-Fuzzy-Rough Quickreduct (NFRQytributes) or to construct the core set of attabu The
algorithm ~ have been implemented for the data S§fgadvantage of fuzzy rough quick reduct algoritien
available in the UCI machine learning repository .,  that, each and every conditional attributes whigtuires
Bupa, New-Thyroid, Pima, Hepatitis, Iris, Derma@yo the membership functions to fuzzify the crisp value
Postoperative and Ecoli. Meanwhile the extended principle of the fuzzy ses h

. . . been addressed and to overcome the disadvantdmges, t
The HIV database consists of information collectelq age

: : eural network has been used to construct the nsiripe
from the HIV patients at the Voluntary Counselimgda values of each and every value. The efficiency haf t
Testing Center (VCTC) of the Government Headquarteﬁroposed Neuro-Fuzzy-Rough Quickreduct Algorithm
Hospital, Dindigul District, Tamilnadu, India, a lve NFRQ) has been achieved
known center for diagnosis and treatment of HIV. I(t '
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